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Personal Introduction

e Background in Computational Linguistics
e \Worked as Data Analyst / Cloud Solutions Architect
e Recent experience working heavily with Language

Models for various use-cases, necessitating attention
to scalability and automation
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Overview of Language Model Adapters

e Whatis a Language Model?
Transformer vs LLaMA —I—

e What is a Language Model Adapter?

e For what use-cases are Language Model
Adapters relevant?

Transformer
("Attention is all you need”)



Overview of Language Model Adapters

e What is a Language Model?
o Probabilistic model of word sequences; Ad (j?
often used for text generation. |
o Often refers to Transformer architectures
which leverage self-attention.

Skip-connect

e What is a Language Model Adapter?
o Additional trainable parameters added to
linear layers.

N e i o i s U S S s e i s e s e e e

Pretrained
Weights

W e Rdxd



Overview of Language Model Adapters

e What is a Language Model?
o Probabilistic model of word sequences; Ad (j?
often used for text generation. |
o Often refers to Transformer architectures
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e What is a Language Model Adapter?
o Additional trainable parameters added to
linear layers.
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e For what use-cases are Language Model
Adapters relevant?
o Efficient fine-tuning.
o Multi- domain/language/task adaptation.

W e Rdxd




Overview of Language Model Adapters
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https://docs.google.com/file/d/189Vg_ikk2yfTs7ckknTNLj8BzqXeP6LG/preview

Summary of MLOps Challenges

e Efficient Serving
o Depending on the size of the base model, hosting multiple model instances for different adapters is
not resource efficient.
o Requires a serving solution which can manage the large parameters of the base model and
orchestrate adapters dynamically.
o Batching and adapter caching.

e Model / Adapter Versioning and Management
o Similar to other multi-model scenarios where versioning and model registration tools can provide a
framework for model management.
o Unique in that adapters may need independent versioning which must be coordinated with base
model. Requires unified versioning approach with base model awareness.



Tips for Serving

e Open Source LLM Servers with adapter support
o VvLLM
o Text Generation Inference
o LoRAX




Tips for Serv

9 main

Project
presentations sctive use of languag
mentioning to

This directory contains the original presen

accompanying demonstrations

Getting Started (Code)

Install PyTorch according to the instructions

@ lor
v 2. Install requirement

@ _init_.py !
t 3. Run demo.py
Run api py for demonstration of naive serving behind a FastAP! app.

@t
@ api.py or a quick demonstration of adapter management with the transformers library.
@ demo.py

@ middieware.py

Use the Dockerflle and instructions below for exposing a L ver behind a FastAP|

6. Run either of the modules in /code/tests/ for simple stress testing of the different serving

lides
approache

Dackerfile
README.md
requireme Starting LoRAX Server with Docker
READA
(b External Libraries
Scratches and Con:

Additional Notes

Terminal  Local

1:12, 3:41

https://loraexchange.ai/



https://docs.google.com/file/d/1w26GvYzF7pc8gT-1tY1vSkz-mEVtfC1_/preview
https://loraexchange.ai/

Tips for Serving

e Open Source LLM Servers with adapter support
o VvLLM
o Text Generation Inference
o LoRAX

e Important to keep in mind

o Load testing
Adapter cache parameters
Adapter loading / attachment
Middleware
Managed solutions

O O O O



Tips for Model Management

it
e General Tips o
o Version base model with data g ang —
o Version adapter with data and base model Load
o Register adapters as independent models — e e

. Data Store adapter
according to the use-case and ensure o waning

e omes ; =
traceability with data and base model i —— | docoupled |—» ‘
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e Important to keep in mind

: Register

H H MLl adapter
o Emphasis on automation version i o
base model

il and data

¥ Update i
production g
Adapter adapter v2
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Summary

Airflow

e Language Model Adapters
o Allows adaptation of large models with efficient “adaper -
number of parameters. Slizton
o Potentiates dynamic adaptation of base model Load
behaviour through inclusion of small matrices. e e dmang
e Serving e sk
o Ensure proper orchestration of adapters and gt @ P o
batching. i B i
o Wide support in open source servers. @ 2|
e Model Management
o Attend to proper versioning of adapters with | " Register
respect to base models. brcimitiasha
o Emphasis on automation, especially for higher | T . e
numbers of adapters. o Pt a | [
Volume Version




Additional Resources

e Informational
o QOverview of the LoRA Family
o Apple Intelligence
e Tutorials
o Hugqging Face
o TensorRT
o Slides and Code

e Serving Solutions

o LoRAX
o Text Generation Inference
O VLM

e Managed Serving Solutions
o Predibase

o Empower



https://towardsdatascience.com/an-overview-of-the-lora-family-515d81134725
https://machinelearning.apple.com/research/introducing-apple-foundation-models
https://huggingface.co/docs/peft/en/developer_guides/lora#inference-with-different-lora-adapters-in-the-same-batch
https://developer.nvidia.com/blog/tune-and-deploy-lora-llms-with-nvidia-tensorrt-llm/
https://github.com/christianj6/presentations/tree/main/tips_for_serving_language_model_adapters_at_scale
https://loraexchange.ai/
https://huggingface.co/docs/text-generation-inference/en/index
https://docs.vllm.ai/en/latest/
https://predibase.com/
https://www.empower.dev/
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